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Abstract

The prediction of LOS in type 2 patients and the influencing factors can be used as a basis for managing
comorbidiflks and the risk of complications in patients. Predi®ns can be made using machine learning
methods such as Classification and Regression Tree (CART). This study aims to analyse the factors that
influence the LOS of type 2 DM patients. The research data was obtained from the Hospital Information
System in the period 2019 to 2021 and obtained data for 541 type 2 DM patients. The study variables consisted
of the dependent variable, namely LOS of DM patients type 2 and the independent variables consisted of
gender, age, complications, comorbidities and urban status of type 2 DM patients. The average LOS of type 2
DM patients was 3.39 days with a median of 3 days. The results of the analysis using CART with 10-fold cross
validation concluded that the morbidity variable was the variable that most dominantly influenced the LOS of
type 2 DM patients. Accuracy, precision, recall, and F1 scores were respectively 0.704, 0.814, and 0.755.
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[. INTRODUCTION

In the digitalization of the health services era. providing a good service in a hospital is highly prioritized because
it improves the quality of health services. A patient certainly hopes for fast and appropriate services. Shorter waiting
times for the patients will increase patient satisfaction. Therefore, skilled professionals are needed. One indicator used
for the standard of professionalism of health services and information is indicators in health statistics such as Length
of @y (LOS)[1].

Length of Stay (LOS) is defined as the total number of days a patient has been in the hospital from being registered
as an inpatient until completion of care or discharge from the hospital[2]. LOS is an indicator in health services, which
can have an impact on hospital financing and patient satisfaction[3]. LOS predictions can also be used as a basis for
planning and managing hospital resources to make them more effective and efficient[4]. Analy§h of patient LOS
factors in hospitals will have an impact dfflinpatient management more efficiently[5]. In some cases of chronic diseases
such as Type 2 Diabetes Mellitus, LOS has a significant influence on the real costs of patient care[6[f])

Type 2 Diabetes Mellitus is a chronic disease whose prevalence rate always increases every year. Ty{§ 2 Diabetes
Mellitus in the International Classification of Diseases (ICD) 9 is coded with code El1. Indonesian Basic Health
Research results in 2018 showed that the prevalence of Diabetes Mellitus was 2.0%. This prevalence value has
increased compared to 2013 with a prevalence of 1.5%[7]. This condition will indirectly increase the burden of care
costs, especially for BPIS health because this disease needs large costs[8]. Steps that can be taken are to carry out
accurate patient identification. To be sure, we must find out some factors that can change LOS with type DM. This
can make early warning so that patients get more intensive care so that they can accelerate tHElr recovery and improve
other aspects that have an impact on more efficient costs. LOS can also be used to detect the risk of complications and
comorbidities in patients with type 2 DM [9].

CART is a machine learning method with supervised learning. CART can be used to predict LOS of Type 2 DM
patients by generating a rule based on existing data or information to clarify the relationship between input and output
variables [ 10]. CART also visualizes in the form of a tree diagram that provides an overview of input variables starting
with the moffimportant variables used to predict an output. The CART study conducted by Williams. D., et. al used
this method for the classification of Parkinson’s Disease. Fernanda, J., W. also used CART to analyze risk factors for
hypertension[ 1 1], [12]. The research results from both studies give a representation that the CART method is very




flexible to use in classification because it is easy to visualize so it can be easily understood to explain the predictor
variables. According to Eskandari, M., et, al, we can use the decision tree method to detect what factors can determine
LOS in patients suffering from type 2 DM. Therefore, this study aims to determine the early LOS in patients who
experience symptoms of type 2 DM according to some of the factors above.[13].

II. METHOD

The research data is secondary data. It obtained from one of the Private Hospital in Kediri. Data imported from the
Hospital Information Management $fatem (HIMS) starting from 2019 to 2021. This research variables consist of
dependent (target) variable namely the Length of Stay (LOS) variable for type 2 DM patients. The independent
variable consist of 5 variables namely gender, age, complication status, comorbidities, and patient urban status.

TABLE I
DESCRIPTION OF RESEARCH VARIABLES CATEGORIES

Variables Categories
Length of Stay <=median
(LOS) > median
Gender Male

Female
Age <=45 years

> 45 years
Complications Yes

No
Comorbidities Yes

No
Urban Status Yes

No

The research data obtained from HIMS is raw data. The data consists of 33 variables in HIMS and needs

preprocessing data for carrying data as in Table 1 above. Preprocessing data is very important things because not all
imported variables are needed for analysis and there are several variables such as complication status, comorbidity,
and urban status are variables from preprocessing another variable. According to Sun, W, et. al. is very necessary to
obtain accurate data analysis results[14]. Hassler, A. P, et. al. also stated that data preprocessing is an important stage
in the data analysis process in healthcare[15].

The flow of datafffflalysis in this research is divided into two steps, Step | is data preprocessing and Step 2 is
modelling using the Classification and Regression Tree (CART) method. TIfEpreprocessing steps consist of several
processes to obtain the variables used in CART modelling. The flow of data analysis can be seen in Fig. 1.
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Fig. 1 Flowchart of Data Analysis




A comprehensive explanation of these steps is as follows:

1. Preprocessing Data
Combining data is the first process that must be done. The data originating from HIMS in the form of Excel and
separated every month from January 2019 to December 2021 period. The steps in this stage are as follows:

d.

Initial data processing begins by checking missing values. Missing values are checked based on the
primary diagnosis variable. At this stage ensure that the patient’s primary diagnosis data is filled in and
there are no blanks. After ensuring data does not have missing values, the next process is to check the
type of variables in the study, especially the variables of patient entry date, patient discharge date, and
patient date of birth. There are three variables that are still in the text form so the transformation process
to become a date type is carried out. The date variable type for the patient’s discharge date and admission
date is very necessary for calculating patient LOS.

The next stage is to merge data from January 2019 to December 2021 into one dataset. The data has
become a dataset, and the research variables are selected before. The research variables are date
admissions, the patient's birth date, gender, primary diagnosis, secondary diagnoses (dtd2 and dtd3), the
name of the sub-district, and the name of the patient district. After that, a filter is carried out, especially
on dtd1, to filter type 2 DM patients only. Since 2019 to 2021, there were 541 patients suffering from
type 2 DM. One of the ways that must be done to find out which patients have this is the diagnosis of
Ell

The LOS variable is used to calculate the patient's admission and discharge dates.. After that, the LOS
variable was coded into two categories, namely <=median and >median.

The next step is creating a new variable for information about the patient’s type 2 DM, whether only
type 2 DM without complications or with complications. E11.9 is Type 2 DM without complications,
while type 2 DM with codes E11.1 to E11.8 is DM with complications. Codes E11.1 to E11.8 are used
to diagnose patients with type 2 DM. Patients who have these codes have complications (1), but if the
code is E11.9 then the patient has secondary diagnoses and does not have complications.

To find out which patients have comorbidities by looking at the comorbidity variable and patients who
have comorbidities or no comorbidities are coded 0.. The urban variable is a variable obtained from
processing the patient’s area of origin. Patients come from Kediri district and Pare sub-district, so these
patients are categorized as urban, apart from that, patients are categorized as non-urban.

2. Descriptive Statistics
This stage of analysis was carried out to see the description of the variables in the research. Histograms are used
to explain LOS data for type 2 DM patients during the period 2019 to 2021. Frequency Distribution Tables are
)0 used to explain the variables of gender, age, complications, morbidity, and urban status

3. Classification and Regression Tree (CART) Analysis
Classification and Regression Tree (CART) is a statistical mehd used in modelling cases in health, industry,
and other fields. CART is a representative of the relationship between the dependent variable (target) and the
independent variable which is visualized through a tree diagram, where this tree diagram makes it easy to
interpret the results of data analysis [16]. CART consists of nodes or branches and leaves. The top node or root
is the variable that has the greatest level of influence. After the node will appear a leaf which represents the
class/category of the target variable. In the process of forming this node, a split process is carried out using the
Gini Index algorithm. The Gini index algorithm is as followsld].

m

Gini(D) =1— Z p?
e

is the number of classes. In the CART method, classes are divided into two (binary).
p_i is the probability of sample I to be included in class group m.

11

In this research, the CART model was validated using the cross-validation (CV) method. CV is functioned to
test the model’s ability to predict new data that is not visible and is not used in model construction. CV is a
method that can be used to obtain optimal machine learning models[18]. This research used the 10-fold cross-
validation technique with this following stages below:




a. Data divided into training data and testing data with proportion number 80% and 20 %
b. The training data isgg0% (432 data), randomized into 10 new datasets that will be used in CART modeling
with each dataset also divided into 800% training data and 20% testing data.
c. CART modelling was carried out on each dataset starting from dataset 1 to 10 and the error level of each
model was recorded
d. Take the average score of 10 CART models from 10 datasets to get a CART model.

4. CART Model Accuracy
After obtaining CART model, prediction is done using the testing data. The prediction results of testing data are
presented using the Confusion Matrix Table and based on this table, it is used to measure the goodness of the
CART Model [19]. The measures used are accuracy, recall, precision, and F1 Scores [20]. These measurements
are also conducted by research [21] to see the performance or accuracy of the machine learning model.

Ill. RESULT AND DISCUSSION

Type 2 DM patient’s data from 2019 to 2021 is 541 patients. The concentration and distribution of data on the
Length of Stay (LOS) of type 2 DM patients is presented in the histogram in Figure 2. The histogram provides
information on the LOS of many types 2 DM patients which is 3-4 days. There are also LOS for type 2 DM patients
who have a LOS more than 10 days.

Frequency

Fig. 2 Patients Type 2 DM LOS Histogram

Descriptive Statistics of LOS for Type 2 DM patients can be seen in Table 2. Patients' LOS average for type 2 DM
is 3.39 days with median value of 3 days. The standard deviation of LOS Type 2 DM patients is 2.06. The median
value will be used as the basis for categorizing LOS patients which used in the analysis using CART method. In the
analysis using CART. LOS data will be categorized into <=3 days and >3 days.

TABLE II
DESCRIPTIVE STATISTICS PATIENTS LOS DM TYPE 2
Variable Mean Median Standard Deviation
Length of Stay 3.39 3 2.06
(LOS)

Respondent characteristics based on independent variables such as gender, age, comorbidities, complications, and
urban area are presented in Table 3 which explains the frequency distribution of each variable. The majority case of
Type 2 DM patients in this research where female with percentage is 62.9% and 37.2% were male.

TABLE III
FREQUENCY DISTRIBUTION OF PREDICTOR VARIABLES




Variable Category Frequency Percentage

Gender Female 340 62.8
Male 201 37.2
Age <=45 49 9.1
=45 492 90.9
Comorbidities Yes 121 224
No 420 77.6
Complications Yes 211 39
No 330 61
Urban Status Yes 105 19.4
No 436 80.6

The majority, of type 2 DM patients are over 45 years old with a 90.05 percent. In this research, were also found
patients suffering from type 2 DM aged <= 45 years with a percentage of 9.1%. There were 121 patients (22.4%) who
had comorbidities. Of 541 type 2 DM patients, 211 patients (399) have complications. Patients are categorized into
urban and non-urban based on the area where they live. There were 105 patients with type 2 DM who came from
urban areas (19.4%) and 436 patients who did not come from urban areas (80.6%).
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Fig. 3 Classification and Regression Tree (CART) Structure of Type 2 DM Patients

Fig. 3 is the CART Structure produced to predict LOS forgpe 2 DM patients. The morbidity variable is the first
node in the CART structure. This condition indicates that the patient’s morbidity variable is the most influential
variable on the LOS of Type 2 DM patients. Patients who do not have comorbidities will have a great chance of having
a LOS of less than or equal to 3 days. If the patient has comorbidities, then to predict LOS for type 2 DM patients,
variables such as urban area, complications, and gender need to be taken into account.

Patients who do not have comorbidities, come from urban areas, and do not have complications experienced, have
a high chance of having a LOS <= 3 days. Meanwhile, patients who do not have comorbidities, are not from urban
areas, and are female will have a chance of having a LOS of <= 3 days, and if they are male, they will have a chance
of having a LOS > 3 days.

TABLE III
CONFUSION MATRIX PREDICTING TESTING DATA




Actual

Prediction

<=3 days > 3 days
< 3 days 57 24
> 3 days 13 14

The confusion matrix table in table III explains that there are 24 data which in the real data are LOS <= 3 days.
predicted using the CART method to be > 3 days. Meanwhile, there were 13 actual data on patient LOS > 3 days
which were predicted by the CART model to be <= 3 days. The confusion matrix table is the basis for calculating
accuracy and F1 score values from the CART model.

TABLE IV
CART MODEL PERFORMANCE
12
Parameter F1 Score
Accuracy 0.657
Precision 0.704
Recall 0.814
F1 Score 0.755

The accuracy value in this study §B 0.6574 or 65.74% due to the complex characteristics of the data with various
variables. Meanwhile, the precision, recall and F1 Score values are 0.704, 0.814 and 0.755.

IV. CONCLUSION

The results of the analysis using the CART method provide the conclusion that the variables morbidity, urbanity,
complications, and gender are variables that can be used to predict LOS for type 2 DM patienf) The morbidity variable
is the variable with the highest level of importance compared to other variables. The CART model has an accuracy of
0.6574 (65.74%),and an F1 Score of 0.76.
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